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Abstract

When a blur occurs in an image, the most basic and ob-
vious way to solve the problem is to deblur the image. By
deblurring the image, the blur is removed and the image is
restored into a sharp state. Despite the good results they
have produced in various image related tasks, there exists
critical drawbacks including computational costs and the
necessity for a given blur kernel size. Considering these
limitations, we thought of a method that can utilize a raw
blurred image as an input. The idea of using a relatively
low-quality input despite the existence of a solution that can
enhance the quality may seem unreasonable. Although the
performance of using such input for various image-related
tasks may not suffice compared to the usage of a deblurred
image as an input, the trivial loss of accuracy in return of
a huge decrease in computational cost will be a meaning-
ful tradeoff. In this paper, we conduct various experiments
to come up with a model that is robust to the blurs. Gath-
ering up the results, we propose a framework that uses a
proportion of the input image depending on the blur status
and feed it to a existing ViT model. The proposed methods
are evaluated on a single dataset.

1. Introduction

Blur exists in many digital images and is one of the typ-
ical factors that damages the quality of an image. It occurs
due to many reasons including object motion, camera lens
out of focus, and camera shake.

Figure 1. (a) motion blurred image (b) out of focused image

For most of the time, such blurs are not desired and
there have been many efforts to eradicate these blurs. The
basic principle of a deblurring method is to deconvolute
an image based on the blur kernel of the image[1]. Over
many years, methods based on DNN have been adopted for
deblurring and have created significantly good results[2].
However, there still exists an unsolved problem related to
deblurring, which is the ‘ill-posed problem’. Answer to
deblurring is not unique, and this leads to many problems
including heavy computational costs. Deblurring methods
require many parameters in training such as blur kernel size.
Motivated by this, we came up with an idea of using a raw
blurred image as a direct input for a model. Of course, us-
ing a blurred image as an input will result in a relatively
low accuracy compared to using a sharp image as an input,
but having a huge computational decrease in return will be
a meaningful tradeoff.

The model will be consisted of a dilated convolutional
layer that studies particularly on the blurred features. As
receptive size decreases as downsampling is proceeded
throughout the CNN models, we decided that using a larger
receptive size and extract meaningful features from the
blurred images is important. With the features learned from
the early layers of the model, we will aggregate the spatial
features learned from the latter part of the model by tun-
ing a existing CNN model. The experiment is done using a
ImageNet Data(2012). We have set up our baseline with 2
methods : 1. Pretrained CNN Models on sharp ImageNet
Data / 2. CNN Models trained on blurred ImageNet Data

It is expected that this approach will suggest a new ap-
proach for dealing with blurred images. Furthermore, it
will make a huge contribution in terms that the model has
brought successful results using low-quality input. Not hav-
ing to render a blurred image into a high-resolution image
reduces computational costs significantly and is applicable
to domains that require real time image classification such
as surveillance cameras.



2. Related Works
2.1. Image Deblurring

Image deblurring is a classic problem in low-level com-
puter vision with the aim to recover a sharp image from a
blurred input image. Before deep-learning based deblur-
ring methods appeared, the classical approach was to for-
mulate the task as an inverse filtering problem, where a
blurred image is modeled as the result of the convolution
with blur kernels, either spatially invariant or spatially vary-
ing.[3] Some early approaches assume that the blur kernel is
known and adopt classical image deconvolution algorithms
such as Lucy-Richardson or Weiner deconvolution.

As such classical approaches relied on the existence of
the blur kernel, there were several problems: for example,
if the camera rotated, more than one blur could occur in
the image and such blurs cannot be explained with a sin-
gle convolution kernel. As most of the images in the reality
are consisted of such spatially varying blur, deep learning
based deblurring methods have started to be put into use.
It would use a framework where a blurred image is taken
as an input and produces a deblurred image using a deblur-
ring network. Recent advances of deep learning techniques
have revolutionized the field of computer vision in many ar-
eas including image classification, object detection, video
deblurring etc.

2.2. Blurred Region Detection

Blurred region detection is important in blurred image
classification because it helps to identify the areas of an im-
age that are blurred and distinguish them from the areas that
are in focus.

Common approaches to blurred region detection were
based on the estimation of local blur measures. I can be
categorized into frequency-based, depth-based. Frequency-
based studies such as [4] presented a method called singu-
lar value decomposition (SVD) based on single threshold-
ing on image features to detect the blurred and nonblurred
regions. In depth-based studies such as [5] presented dif-
ferent local features association like congruence, gradient
histogram, and power bands to specify the type of blur from
the images. These methods use measures such as gradient
magnitude, Fourier spectrum, and Laplacian of Gaussian to
estimate the local blur levels. However, these methods are
prone to noise and may not be accurate in complex scenes.

In recent years, deep learning-based methods have
shown promising results in blurred region detection. These
methods utilize convolutional neural networks (CNNs) to
learn effective representations of image features and clas-
sify pixels as either blurred or sharp. For example, in [6]
introduced a deep learning method based on a CNN for the
detection of sharp and blur regions of the image. And in [7]
proposed a Deep Neural Network based technique Diffu-

sion Network that fused the refined features extracted by the
networks to obtain the segmented blur and sharp regions.

Recent deep learning-based methods approach this prob-
lem by learning an end-to-end mapping between the blurred
input and a binary mask representing the localization of its
blurred areas. Nevertheless, the effectiveness of such deep
models is limited due to the scarcity of datasets annotated
in terms of blur segmentation, as blur annotation is labor
intensive.

2.3. Blur Type Classification

Blur type classification is an important task in com-
puter vision that has received significant attention from re-
searchers in recent years. One of the early works in blur
type classification was proposed by Su and Grauman [8],
who used hand-crafted features such as color, texture, and
edge information to classify blur into motion blur, out-of-
focus blur, and camera shake. They achieved an accuracy
of 85

With the advent of deep learning, several researchers
have proposed methods that use convolutional neural net-
works (CNNs) to automatically learn features for blur type
classification. For instance, Kupyn et al. [9] used a CNN
with a Siamese architecture to classify blur into motion blur,
out-of-focus blur, and no blur. They achieved an accuracy
of 98More recently, Zhang et al. [10] proposed a multi-
stream network that learns different features from different
blur types. They also introduced a new dataset with four
blur types: motion blur, out-of-focus blur, Gaussian blur,
and unknown blur. Their method achieved an accuracy of
94.2

In addition to these works, several researchers have also
proposed methods that combine blur type classification with
other tasks such as deblurring [11], image restoration [12],
and object recognition [13]. These works highlight the
potential applications of blur type classification in various
computer vision tasks. Overall, the works discussed in this
section demonstrate the importance and potential of blur
type classification and provide a foundation for future re-
search in this area.

3. Proposed Approach

In this section, we introduce a proposed framework ViT,
a unified framework that estimates the amount of blur in an
image and eradicates the blurred part to reduce the amount
of input used for a ViT model.

3.1. Approach Overview

Our method mainly adopts an existing Vision Trans-
former model. The trained model is the same as existing
ViT model. During the model inference, we first divide the
image into a fixed-size patch. After diving the image into



small patches, we calculate the amount of blur occurred in
each patch in order to decide whether a certain patch is vi-
able as a meaningful input or not. We calculate the amount
of blur in a float number, and if the number exceeds a cer-
tain threshold, the patch is excluded. The remaining patches
will be used as the final input.

3.2. Blur Detection

The amount of blur is calculated using the variation of
the Laplacian. The idea is simple: we take a single channel
of an image and convolve it with the following 3 x 3 kernel.

0 1 0
1 −4 1
0 1 0


Figure 2. Most commonly used discrete Laplacian matrix

The reason this method works is due to the definition of
the Laplacian operator itself, which is used to measure the
2nd derivative of an image. The Laplacian highlights re-
gions of an image containing rapid intensity changes, much
like the Sobel and Scharr operators. And, just like these op-
erators, the Laplacian is often used for edge detection. The
assumption here is that if an image contains high variance,
then there is a wide spread of responses, both edge-like and
non-edge like, representative of a normal, in-focus image.
But if there is very low variance, then there is a tiny spread
of responses, indicating there are very little edges in the im-
age.

As we know, the more an image is blurred, the less edges
there are, meaning that it will have a lower variance of the
Laplacian image, compared to sharp images. Obviously,
the trick here is setting the correct threshold which can be
quite domain dependent. Too low of a threshold can lead
to incorrect marks of images as blurry when they are not.
Too high of a threshold can produce errors where images
that are actually blurry will not be marked as blurry. This
method tends to work best in environments where you can
compute an acceptable focus measure range and then detect
outliers.

After conducting multiple experiments, we decided to
set the threshold as 100. Patches that have a blur higher
than 100 will no longer be put into use, and the remaining
patches will go through the Transformer encoder. This pro-
cess allows to reduce the computational cost by eradicating
the parts in images where it’s too blurred.

3.3. Vision Transformer

Images are first separated into small patches and are to-
kenized. Then, these tokens are flattened and mapped to

D dimensions with a trainable linear projection. The out-
put of the projections is referred as the patch embeddings.
Along with the patch embeddings, positional embeddings
are added in order to give the positional information of each
tokens, just like the original Transformer model. An addi-
tional token known as ‘classification token’ is added. This
token does its role of ’classifying’, and to successfully do
its role, no biases of the image is included in this particular
token. All of these are fed in a sequence as an input to a
standard transformer encoder. After the model is pretrained
on a huge dataset, it is finetuned on the downstream dataset
for image classification.

Figure 3. Vision Transformer Encoder

4. Experiment
4.1. Experimental Setting

Dataset: We conduct our experiment on the ImageNet
dataset(2012). Due to limitations of computational re-
sources, we decided to use only 20% of the ImageNet
dataset(2012). We used both of the sharp and blurred ver-
sions of the images. For the blurred version, we adopted
GaussianBlur method. The kernel size is 19 by 19 and the
standard deviation to be used for creating kernel to perform
blurring is chosen uniformly at random between (1.0, 2.0)
In all experiments, we use the official train and validations
splits for evaluation
Baselines: For the baseline, we adopted pretrained mod-
els on sharp image of ImageNet dataset. The result for the
baseline is in Table 1 and Table 2 which shows the test ac-
curacy for the sharp image set and the test accuracy for the
blurred image set of the three models. The only difference is
that Table 1 shows top-1 accuracy, and Table 2 shows top-5
accuracy.



Method Test With Sharp ImageTest With Blurred Image

Resnet50 76.13% 63.16%
VGG19 72.38% 54.12%
GoogleNet 69.78% 55.03%

Table 1. Top-1 Accuracy

Method Test With Sharp ImageTest With Blurred Image

Resnet50 92.86% 85.08%
VGG19 90.88% 78.19%
GoogleNet 89.53% 79.14%

Table 2. Top-5 Accuracy
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